Removal of High Density Impulsive Noise in Image Using Non Linear Filters

Hassan M. ElKamchouchi, Ahmed E. Khalil
Faculty of Engineering,
Alexandria University
Alexandria, Egypt
ahmed_yody@hotmail.com

Samy H. Darwish
Faculty of Engineering,
Pharos University in Alexandria, PUA
Alexandria, Egypt
salord1960@gmail.com

Abstract — Images will pick up noise from a variety of sources that include flecks of dust inside the camera and faulty sensor. One goal in image restoration is to remove the noise from the image where the "original" image is discernible. This paper presents an overview of effective algorithms in image restoration as untrimmed decision based median filter (UDBMF) and decision based median filter (DBMF). These filters are used and compared with number of existing non linear filters with different levels of noise based on the calculations of mean square error, peak signal to noise ratio, image enhancement factor, mean absolute error, and correlation ratio. The results show that (UDBMF) and (DBMF) can perform better than the other nonlinear filters for noise level up to ninety percent. Also the necessary details in image were preserved.
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I. INTRODUCTION

Image is defined as an array, or a matrix arranged in rows and columns. Image processing is a form of signal processing for which the input is an image, such as a photograph or video frame; the output may be either an image or a set of characteristics or parameters related to the image. The field of digital image processing refers by means of a digital computer. It includes many techniques as: image segmentation, image recognition, image differencing, color corrections, digital composition, and image restoration, etc [1].

Digital images are often corrupted by impulse noise, due to faulty camera sensors, transmission of images over faulty channels. Impulse noise is of two types: salt and pepper noise and random valued impulse noise [2].

Image denoising plays a vital role in digital image processing. There are many schemes for removing noise from images. The good denoising scheme must able to retrieve as much of image details even though the image is highly affected by noise [3]. There are two types of image denoising model, linear model and nonlinear model. Generally linear model are being considered for image denoising, the main benefits of using linear noise removing models is the speed ,while the limitation of the linear models is: the models are not able to preserve edges of the images. In an efficient manner; Non-linear models can preserve edges in a much better way than linear models but it is very slow [4].

This paper has been organized in the following manner, section II describes restoration process, section III contains image noise models, section IV discuss the means of filters, while filtering techniques are given in section V, section VI briefly illustrates the proposed methodology, simulation and the discussions of results are presented in section VII, conclusions were presented in section VIII, section IX give a scope of the future work. Finally, the references that used for completion of this work were incorporated.

II. RESTORATION PROCESS

Image restoration is the operation of taking a corrupted/noisy image and estimating the clean original image. The techniques that used for image restoration are oriented towards modeling the degradations (usually blur and noise) and applying various filters to obtain an approximation of the original scene [5]. Today, image restoration is one of the key fields in digital image processing due to its wide area of applications. There are a variety of reasons that could cause degradation of an image. Commonly occurring degradations include blurring, motion blurring and noise [6].

The possible approach for noise removal is using filters such as low-pass filters or median filters. More sophisticated methods assume a model of how the local image structures look like, a model which distinguishes them from the noise; that's by first analyzing the image data in terms of the local image structures, such as lines or edges, and then controlling the filtering based on local information from the analysis step [7].

Restoring an original image, when given the degraded image with or without knowledge of the degradation function degree and type of noise present is an ill posed problem [5].Figure1.shows block diagram for the degradation/restoration process. The objective of restoration is to find the estimated $F(x,y)$ that closely approximates the original input image $f(x,y)$ [5][8].

![Figure 1. Model of the image degradation/restoration process.](image-url)
In figure 1, if $H$ is a linear, position-invariant process, then the degraded image [8] is given in the spatial domain by:

$$g(x, y) = h(x, y) * f(x, y) + n(x, y)$$  \hspace{1cm} (1)

Where,
- $g(x, y)$ is degraded image,
- $H$ is degradation function,
- $h(x, y)$ is the spatial representation of $H$,
- The symbol (*) indicates convolution,
- $f(x, y)$ is given input image,
- $F(x, y)$ is restored image and
- $n(x, y)$ is additive noise.

III. IMAGE NOISE MODELS

Where the Noise is a disturbance that affects a signal; it may distort the information carried by the signal. Presence of noise is manifested by undesirable information, which is not at all related to the image under study, but in turn disturbs the information present in the image. The noise is translated into values, which are getting added or subtracted to the values on the levels of image pixels. Image noise can be originated due to camera quality, acquisition condition, illumination level, calibration. Image noise can also be originated due to the electronic noise in the sensors in the digital cameras, and it can be a function of the scene environment [9].

Image denoising is a process by which an image suffering some forms of degradation can be recovered to its original form. From this point of view, it is very necessary to study noise models. There are two basic types of noise models, noise in the spatial domain and noise in the frequency domain, these noises are mainly classified and modeled as follows:

A. Additive Noise

This kind of noise is also called as additive white Gaussian noise (AWGN), it is a basic noise model used in information theory to mimic the effect of many random processes that occur in nature. The modifiers denote specific characteristics: 'Additive' because it is added to any noise that might be intrinsic to the information system, 'White' refers to idea that it has uniform power across the frequency band for the information system. It is an analogy to the color white which has uniform emission at all frequencies in the visible spectrum. 'Gaussian' because it has a normal distribution in the time domain with an average time domain value of zero. AWGN is commonly used to simulate background noise of the system under study.

Wideband noise comes from many natural sources; the summation of many random processes will tend to have distribution called Gaussian or Normal. Thermal noise is an example for random fluctuations that present and affect the electronic systems as image sensor [9].

The mathematical model given for this type of noise is:

$$f(i, j) = y(i, j) + w(i, j)$$  \hspace{1cm} (2)

Where,
- $1 \leq i \leq M, 1 \leq j \leq N$
- $f(i, j)$ is the corrupted image,
- $y(i, j)$ is the original image,
- $w(i, j)$ denotes the noise introduced into the image,
- $(i, j)$ is a position of pixel in image,
- $M$ and $N$ are number of pixels in horizontal and vertical directions in the image.

B. Multiplicative Noise

This kind of noise is also called as the speckled noise. This noise gives a ‘magnified’ view of the original image. For example, when this noise is applied to high pixel intensities or bright area in an image, a higher random variation will be observed. On the other hand, when this noise is applied to a darker region in the image, the random variation observed is not that much as compared to that observed in the brighter areas. Thus, this type of noise is signal dependent and distorts the image in a big way [9]. The mathematical model for this type of noise is can be described by:

$$f(i, j) = y(i, j)w(i, j)$$  \hspace{1cm} (3)

Where,
- $f(i, j)$, $y(i, j)$, and $w(i, j)$ as in (2)

C. Impulsive Noise

Impulse noise has two types, salt and pepper noise and random valued impulse noise. The intensity of salt and pepper noise always takes relatively high or low gray level [2].

In salt and pepper noise model, there are only two possible values $a$ and $b$. The probability of getting each of them is less than 0.1 (else, the noise would greatly dominate the image). For 8 bit/pixel image, the intensity value for pepper noise typically found nearer to 0 and for salt noise it is near to 255. Salt and pepper noise is a generalized form of noise typically seen in images. In image criteria the noise itself represents as randomly occurring white and black pixels [4]. Figure2 represents different simulated noisy images.

![Simulation for different noises](image)

(a) Original image, (b) Gaussian (c) Speckle, and (d) Salt and pepper.
IV. THE MEANING OF FILTERS

Elimination of noise is one of the major works to be done in image processing, as noise leads to the error in the image [1]. A good noise filter is required to satisfy two criteria namely, to reducing the noise and suppressing the useful information in the signal. The main purpose of image denoising is to reform corrupted pixels estimate as in the original image from the noisy image [10].

A digital filter [11] is used to remove noise from the degraded image. Thus the image, which gets contaminated by the noise, is the degraded image and using different filters can filter this noise. Thus filters are used for image enhancement, as it removes undesirable signal components from the signal of interest. Filters can be represented in different types (linear or nonlinear filters) [12].

In early times, as the signals handled, the analog, filters were used. Gradually digital filters were took place because of their flexibility, low cost, programmability, reliability, etc. The design-of digital filters involves three basic steps: (1) the specification of the desired properties of the system, (2) the approximation of these specifications using a causal discrete time system, and (3) the realization of the system using finite precision arithmetic [1].

V. FILTERING TECHNIQUES

Filtering is a technique for enhancing the image. Linear filtering is the filtering in which the value of an output pixel is a linear combination of neighborhood values, which can produce blurring in the image. Thus a variety of smoothing techniques have been developed, that are non linear filters [1].

A. Method Used

The standard median filter (SMF) has good denoising power and computational efficiency. But the main drawback of this filter is that it is effective only for low noise densities. At high noise densities, SMF often exhibit blurring for large window size and insufficient noise suppression for small window size [13]. When the noise level is over 50% the edge details of the original frame will not be preserved by SMF. However, most of the median filters operate uniformly and it modifies both noise and noise-free pixels, and causes information loss. Ideally, the filtering should be applied only to corrupted pixels not to uncorrupted ones [14].

The weighted median filter (WMF) is an extension of the median filter, which gives more weight to some values within the window. This WM filter allows a degree of control of the smoothing behavior through the weights that can be set, and therefore, it is a promising image enhancement technique [13].

The adaptive wiener filter (AWF) is a real time optimal filter renovated from the Wiener filter technology, which became available in 1940. Wiener filter is a linear adaptive filter, tailoring itself to the local image variance. Where the variance is large, Wiener filter performs little smoothing, where the variance is small, it performs more smoothing. This approach often produces better results than other linear filters. It is more selective than a comparable linear filter, preserving edges and other high-frequency parts of an image. However, Wiener filter requires more computation time compared to other linear filters. The Wiener filtering is optimal in terms of the mean square error, i.e. it minimizes the overall mean square error and noise smoothing. Wiener filtering is a linear estimation of the original image. However, Wiener filtering is usually used to remove additive noise and not the impulsive noise. With Wiener filter alone, we cannot remove the salt-and-pepper noise efficiently [15].

In (DBMF), the noisy and noise-free pixels in the image are detected by checking the pixel values against the maximum and minimum values which will be in the dynamic range (0, 255). If the pixel is being currently processed has a value within the minimum and maximum values in the currently processed window, then it is a noise-free pixel and no modification is made to that pixel. If the value doesn't lie within the range, then it is a noisy pixel and will be replaced by either the median pixel value or by the mean of the neighboring processed pixels [16].

In (UDBMF), the selected 3 x 3 window elements are arranged in either increased or decreased order. This filter is called trimmed median filter because the pixel values 0’s and 255’s are removed from the selected window, then the median value of the remaining pixels is taken in consideration. This median value is used to replace the noisy pixel. The processing pixel is checked whether it is noisy or noisy free. That is, if the processing pixel lies between maximum and minimum gray level values then it is noise free pixel, it is left unchanged. If the processing pixel takes the maximum or minimum gray level then it is noisy pixel which is processed by untrimmed decision based median filter [17][18].

B. Mathematical Analysis

To assess the performance of the proposed filters for removals of impulse noise and to evaluate their comparative performance, different standard performance indices have been used[2],[9],[13]–[19]. These are defined as follows:

1) Mean Squared Error (MSE): It is computed pixel-by-pixel by adding up the squared difference between the uncorrupted (original) image s(i,j) and the restored image r(i,j) and dividing by the total pixel count., it is defined as:

\[ \text{MSE} = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} (s(i,j) - r(i,j))^2 \] (4)

Where \( m \times n \) is image size, the minimum value of MSE reflects the better visual.
2) **Peak Signal to Noise Ratio (PSNR):** is the ratio between the maximum pixel value of an image and the mean square error. It is measured in decibel (dB) and for gray scale image it is defined as:

\[
PSNR(dB) = 10 \log_{10} \left( \frac{255^2}{MSE} \right)
\]  \(\text{(5)}\)

The higher value of the PSNR in the restored image, the better is its quality.

3) **Image Enhancement Factor (IEF):** is a measure of Image quality, and is defined as:

\[
IEF = \frac{\sum_i \sum_j [\psi(i, j) - s(i, j)]^2}{\sum_i \sum_j [r(i, j) - s(i, j)]^2}
\]  \(\text{(6)}\)

Where \(\psi(i, j)\) is the pixel value of corrupted image. The higher value of IEF reflects the better visual, and restoration performance.

4) **Mean Absolute Error (MAE):** is a quantity used to measure how close as restored image are to the original, and it is defined as:

\[
MAE = \frac{1}{m \times n} \sum_{i=1}^{m} \sum_{j=1}^{n} |r(i, j) - s(i, j)|
\]  \(\text{(7)}\)

Where \(r(i,j)\) and \(s(i,j)\) are the pixel values of restored and original images respectively at the location \((i,j)\). The minimum value of MAE reflects the better visual.

5) **Correlation ratio (CORR):** measures the degree to which two images vary together or oppositely and taking values from 0.0 to 1.0 and it is defined as:

\[
CORR = \frac{\sum_i (x_i - x_m)(y_i - y_m)}{\sqrt{\sum_i (x_i - x_m)^2} \sqrt{\sum_i (y_i - y_m)^2}}
\]  \(\text{(8)}\)

Where \(x_i\) is the intensity of the \(i^{th}\) pixel in original image, \(y_i\) is the intensity of the \(i^{th}\) pixel in the restored image, \(x_m\) is the mean intensity of the original image, and \(y_m\) is the mean intensity of the restored image. The value of CORR which gets close to 1.0 reflects the better visual impression.

VI. PROPOSED METHODOLOGY

The proposed algorithm can be described in the following: read input image then salt and pepper as an impulse noise were added with different levels of noise densities beginning with 10% up to 90%, after having noisy image different non linear filters were applied as SMF, AWF, WMF, DBMF and UDBMF then a quantitative & qualitative parameters as MSE, PSNR, IEF, MAE, and CORR are calculated for each filter for comparison. Figure 3 illustrates the flow chart of the computerized program that used to satisfy the suggested methodology.

VII. SIMULATION RESULTS & DISCUSSIONS

To validate the proposed suggested methodology, a Barbara 512×512 PNG image is used in the simulation at different levels of noise densities. The proposed algorithm has been implemented using five programs that designed under MATLAB 7.10.0.499 (R2010a); as a language of technical computing. The performance of the proposed algorithm is evaluated with comparable study for various standard filters as: SMF, WMF, AWF, DBMF, and UDBMF. Figures (4-8) give the used noisy images and the restored images. The comparison was done in terms of MSE (4), PSNR (5), IEF (6), MAE (7), and CORR (8); where the results are illustrated in Figure 9.
Figure 5. Results for 30% noise corrupted Barbara image: (a) Noisy image, (b) AWF, (c) WMF, (d) SMF, (e) DBMF, and (f) UDBMF.

Figure 6. Results for 50% noise corrupted Barbara image: (a) Noisy image, (b) AWF, (c) WMF, (d) SMF, (e) DBMF, and (f) UDBMF.

Figure 7. Results for 70% noise corrupted Barbara image: (a) Noisy image, (b) AWF, (c) WMF, (d) SMF, (e) DBMF, and (f) UDBMF.

Figure 8. Results for 90% noise corrupted Barbara image: (a) Noisy image, (b) AWF, (c) WMF, (d) SMF, (e) DBMF, and (f) UDBMF.
From Figure 9, it can be illustrated that (SMF, WMF, and AWF) filters didn't give better results when they are compared with (DBMF-UDBMF) filters at different noise densities from (10% to 90%). The results of DBM and UDBMF give lower (MSE, MAE), and higher (PSNR, IEF, CORR) and it can be observed that the performance of the UDBM filter is superior to the other filters at these percentages of noise density MSE(10% - 60%), MAE (10% - 70%), IEF(10%– 90%), PSNR (10% - 60%) and CORR (10% - 60%), but the DBM filter is the best at MSE values (70% -90%), MAE (80% - 90%), PSNR (70% - 90%) and CORR (70% - 90%).

VIII. CONCLUSION

In this work, filters have been used as a tool for removing low and high density salt and pepper noise with edge preservation in digital images.

As a visual inspection; for low noise density up to 30%, all the filters perform well in removing the salt and pepper noise, For noise densities above 40%, bad impressions are given by the existing filters such as SMF, WMF, and AWF. The other filters as DBMF and UDBMF can remove noise at high densities but they produce streaking effect for noise densities (above 70%). Related to the calculated parameters; at noise10% UDBMF give higher values for PSNR, IEF, and CORR (up to 33.21, 62.26, and 0.995 respectively). The lower values for MSE and MAE satisfied when using UDBMF, where it gives (31.08 and 0.95) as minimum values respectively.

Both visual and quantitative results are demonstrated that the DBM, UDBM filters are effective for salt and pepper noise removal in images at high noise densities.

IX. FUTURE SCOPE

In the future, various techniques can be considered and applied in further transformed domain to incorporate with the proposed algorithm to improve the performance and preserve more details in corrupted images. The comparative study can be further extended by including the 100-year-old photo blog to validate the filtering performance.
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