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Abstract—Context (sensor) systems are hard to model: they require constant updating and insightful approaches, especially considering the increasing data volume, variety, and generation rate of contemporary networking paradigms, like the Internet of Things. In this paper, we argue that intelligent process models can be mined to look at the actual system activity from alternative context perspectives, i.e., perspectives observable from the sensor attributes themselves. We explain how the close relationship between the models derived using Process Mining, and Event-Driven Simulation can be exploited to help not only better understand what is happening in such systems but also provide alternative models for the intelligent solutions they support, such as context inference. We demonstrate this using a real-world example and discuss the feasibility of extending these alternative process models to be viewed as simulation. We envision automated steps that would result in traditional simulation models of context using Process Mining.
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I. INTRODUCTION

Modelling context (sensor) systems is hard. A key challenge is to efficiently represent huge networks of sensors that produce a large amount of a wide variety of data at an extremely high rate, and with high real-time relevance [1]. An example network of a contemporary networking paradigm is the Internet of Things [2], where machine type communication (or Machine-to-Machine) [3] data must seamlessly coexist with that of high social activity.

Ideally, models of such systems should enable designers to effectively plan and appropriately respond to system activity by first being able to experiment with them. Moreover, from a computational intelligence perspective, model-driven solutions of such complex and complicated systems stand to benefit greatly from models that are more easily understood by the modellers and developers of intelligence algorithms, e.g., context inference [4], see ‘prediction’.

The success of a centralised context software service, such as the Context Engine previously argued by the authors [5], depends on whether the models it makes available to application developers, take into account that some applications deal with systems that are significantly more complex and complicated that others. The application developer need not only be able to interpret the models they use, in order to enhance context-awareness in their solution, but the solution must also be efficient enough to not consume too much of the resources (like device power, memory, etc.). It should be timely in its response as well.

In this paper, we explain how we use Process Mining principles to obtain models that represent alternative perspectives of the desired activity. We give the necessary background information, in Sect. II, and present the artefacts to obtain the desired models.

In Sect. III, we discuss in more detail what we mean by observing the system from the perspective of a context (sensor) attribute.

Our main contribution is then presented in Sect. IV, where we show, by way of a real-world example, an alternative model to the actual process model of the system activity. The actual model is mined directly from real recorded event log data. The advantage is that the event log reports the real activity of the system. With additional information, the event log or resulting models may be modified accordingly.

Finally, in Section V, we conclude with our discussion about the feasibility of using our models in the same vein as Event-Driven Simulation 1, which is a well-understood flexible and accessible modelling paradigm. The discussion is supported by virtue of the relationship between the Petri net formalism and the event (or simulation) graph model, discussed in the sequel. We give a description of future work that will support our vision of automated steps that would result in traditional simulation models of context using Process Mining.

II. BACKGROUND

In the mid to late 1970s, block diagrams [6] and process networks [7] encouraged the rise in popularity of process-oriented modelling. Nowadays, we refer to the method, by which to derive a structured process description from a set of actual executions, as Process Mining (PM).

Extracting acceptable models from a minimal set of information is one of the key challenges of PM, as is for workflow modelling [8]. Consistency between the mined process model and the actual information collected, i.e., the event log or trace file, is naturally an important criterion to measure the quality of the model.

Even though we do not set out to determine the way in which to select the PM algorithm best-suited to a particular application domain or enterprise, it remains a very relevant and important task. Wang et al emphasise that we do not

1 Henceforth Event-Driven Simulation is referred to as simulation.
have a widely accepted benchmark for algorithm evaluation and comparison [9]. They emphasise that benchmarks are proposed but that such evaluation requires significant computation, is time-consuming and particularly laborious, especially for large-scale enterprises. They propose a scalable solution to evaluate, compare and rank algorithms, and give a framework for the efficient selection given a specific set of models.

Popular contemporary formalisms used to represent systems of processes are the Petri net and the Business Process Modelling Language (BPML) notation, where the latter is more focused on modelling activity within businesses [10].

Our formalism of choice is the Petri net, a well-established mathematical formalism used to model concurrency and synchronisation in systems. For a more detailed description of Petri nets, the unfamiliar reader might consider texts such as that by Bause and Kritzinger [11]. However, it suffices to understand that a Petri net is a tuple construct made up of places, transitions, arcs that connect these, and tokens that can be consumed and generated by transitions, across the arcs, from and to connected places.

We use the basic α-algorithm, originally proposed by Van der Aalst et al [1,9], to mine our process models. It is capable of the rediscovery of a large class of process models but it has its shortcomings:

• The actual model needs to be absent of short loops for it to be effective.
• Some identical relations may be mined for models that clearly exhibit different behaviour.
• Unique labels are assumed per Petri net definition, which may not be the case. Labelled Petri nets [12] can be used to solve this problem but it does complicate the matter tremendously.

We used ProM [13], a software tool that supports event log analysis and PM, offering a variety of algorithms, including the α-algorithm. To draw the process models shown in the figures we present, we used PIPE2 [14], a Petri net analysis and visualisation tool.

There are a variety of other methods to mine processes for the sake of process discovery and conformance checking. For example, Cook and Wolf developed a Markov method for process discovery through the analysis of software processes [15]. Another example is the genetic algorithm approach by Van Eck et al that allows guided discovery that depends on user preference parameters, like replay fitness, precision, generalisation and simplicity [16].

A. Context models and reasoning

When we speak of context modelling, we refer to the representation (or formulation) of a system, which allows us to interpret and understand various system nuances depending on the technique and tools used. Many modelling techniques and tools already exist, and many deal specifically with contexts of systems with adaptive characteristics [17]. Perera et al [18] give a classification of modelling categories particularly when dealing with the Internet of Things paradigm, clarifying strengths and weaknesses, and mentioning suitable application domains.

An example of a modelling approach is the ASSL formal tool, an autonomous system specification language to specify management policy events originating in hardware [19]. Another is a model-based approach that adapts and isolates regular behaviours in order to introduce state transfers and global invariants [20]. In the second example, the system variables are verified at run time using model-checking.

On the other hand, context reasoning is the way to deduce (or reason about) the knowledge gained by modelling the system context. However, a modelling approach does not always allow for reasoning about the system, such as in our ASSL example.

Decision models are not new and many textbooks refer to them, especially in the field of artificial intelligence [4]. Types of models useful for reasoning include hidden Markov models, decision trees, artificial neural networks, heuristics, fuzzy reasoning and ontology, to mention only a few.

Primarily due to simplicity and relatively low resource requirements, Lim and Dey found that, in a study of 114 reviewed context-aware applications, more than half of the participants (54%) implemented rule-based reasoning [21]. The least popular of the approaches were those that applied k-nearest neighbour techniques: these are more complex and require more resources to reason effectively.

Rather broad categories of context reasoning were also singled out and compared by Perera et al [18]. They give a taxonomy of commonly supported functionality in existing systems, highlighting the following four aspects:

• Acquisition, e.g., discovery, labelling, aggregation;
• Modelling, e.g., techniques, data storage;
• Reasoning, e.g., techniques, context quality;
• Distribution, e.g., techniques, formats, access.

However, this paper is not about these specific context modelling paradigms and reasoning techniques per se. It suffices to know that we present an approach to complement existing methods, ideally supporting our vision of the realisation of simulation of context using PM.

B. Context overlays using principles of Process Mining

A context can be identified by some observable value or a combination thereof. For example, using a thermometer to measure the temperature in a room, measuring the sharpness with which a person brakes when stopping at a red traffic light, or a headcount of the total number of people in a room, are all examples of what we mean by the observable context. Hence, we call the recording agent, the context (sensor) attribute.

A relationship exists between the attribute and the actual activity being recorded. This relationship is an equivalence class on the activity by the attribute. A simple example is where we want to know if the lights are switched on in a
meeting room at night. In the typical case, we would expect that when there are any people in the room, the light will be on, otherwise not. There are then two categories for the attribute value, say headcount: no people, and one or more people. Moreover, the activity process is only defined by two tasks or events, namely, lights on and lights off.

In previous work, we have called and represented this equivalence class relation as the Context OVERlay (COVER) [22]. Reproducing our laboratory case in Fig. 1, it suffices to understand that the COVER can be visually indicated by the shaded areas of some predefined process model representing the actual activity we are interested in. Particularly, in the figure, the COVER has four categories, where no process in the actual model is associated with more than one attribute category value but all the actual processes are assigned a value.

Then there are two dimensions to classify COVERs:
- Completeness: either complete or incomplete.
- Precision: either precise or vague.

In Fig. 1, we have an example of a complete but vague COVER because all the places in the process model have an attribute category value associated with it but some of those places share the same category value.

Ideally, for predictive ability, we would like to have a complete and precise COVER but this is unrealistic, especially given the noise and error-prone nature of the real-world. Moreover, if the system is very complicated and complex, being complete and precise does not do anything for scalability. In fact, the same model structure would apply, only additional associations must be coded. Therefore, one would expect to encounter more COVERs that are either incomplete and precise, or complete and vague. Incomplete and vague COVERs are also expected but it becomes particularly harder to deal with.

C. Simulation graph as a process model

Petri nets are very diffuse in system modelling, perhaps due to its simplicity and hence, extensibility. The formalism is usually extended through adding metadata, such as with Coloured Petri nets [23].

New modelling techniques are also developed: the event (or simulation) graph was developed to help with the efficient design of (discrete-event) simulation models [24]. Initially, Törn proposed simulation graphs as a tool for modelling simulation design [25] but shortly after, it became the first of much dedication to the topic under the guise of event graphs by Schruben and his collaborators [24, 26, 27].

In a short presentation, Schruben and Yücesan show how to transform a certain type of stochastic Petri net into an event graph model [26]. The latter artefact, of course, can be optimised and used to generate the simulator itself.

Not surprisingly, some authors (although only a few) have attempted to use the event graph to model their system. Liu et al derived event graphs from comprehensive and integrated workflow logs containing control flow information, data and resource information of a credit card application (business process) [28]. They managed to generate evaluation detail in terms of precision, generalisation and robustness. More importantly, they could simulate the process under different scenarios and analyse simulation logs for different generic problems in the specific case study, all based on the event graph model constructed.

The event graph clearly gives an augmented view, which is very useful when it comes to modelling context in the way we discuss next.

Conveniently and to the great advantage of the event graph, Yücesan and Schruben have shown how to use the event graph to perform structural equivalence tests [27], a key task associated with PM.

III. ALTERNATIVE PERSPECTIVE MODELS

A. Context sensors as observable attributes

As we just mentioned, the context (sensor) attribute is an observable agent, whose data is available in the event log that indicates the equivalence class relationship with the actual activity since the sensing happens when the activity itself is recorded in the log. However, we need to discretise the attribute value into categories, in case it is not a discrete variable already. We show examples of both discrete and continuous variables in our real-world example in Sect. IV.

In Fig. 1, if we assume that the attribute is say, location, those four categories could have been determined by the sensor agent simply indicating location labels, such as “At
Discretisation can take place either through a logical selection process, where one could simply assume that, continuing our example, a certain bounded physical area would indicate a specific place, such as “At home”. In the case of more complicated or advanced attributes, research on algorithms for data clustering are a classical problem and is still ongoing [29,30].

Next, we illustrate and explain an alternative model perspective using the laboratory case reproduced in Fig. 1.

\section*{B. Cover nets}

By considering each of the attribute category values, we can use the actual process model covered by the COVER, as shown by the shaded areas in Fig. 1. We call the resulting process model the Cover net, since it is the Petri net model of the system activity, where each context (sensor) value is now a point of observation (represented by places in the net) for all the process types (represented by the transitions).

Specifically for the Fig. 1 example, we reproduce Fig. 2, which shows the corresponding Cover net. The algorithm is not explicitly given here but what ultimately happens is that all the system activity is preserved and, depending on the type of COVER, in this case it being complete and vague, the Cover net introduces a certain amount of deterioration in accuracy.

In this specific case, the first feature to note is that the number of places in the Cover net are bounded, i.e., depending on the number of attribute categories, the upper limit of places in the net are known. It is however possible that some attribute values are never reported in the event log, in which case, there will be no places in the net to indicate them.

Secondly, the number of transitions in the Cover net are exactly the same as those in the actual model, for this example. Actually, there could be fewer transitions (i.e., processes) in the net than in the actual model but the Cover net also captures concurrency (i.e., split and join operations in the actual model) using individual transitions. In our laboratory case, we included various types of concurrency structures on purpose to illustrate this fact.

It is clear from our example that human-understandable labels are not necessary for this modelling method to work but it should also be clear that any knowledge of the activities related to any of the transitions can be transferred between these models.

For the reader still in doubt, we refer to our previous publication explaining the approach in more detail [22].

\section*{IV. REAL-WORLD EXAMPLE}

Our real-world example uses Smartphone social interaction data collected by a software suite, called nodobo, developed by researchers at the University of Strathclyde, Scotland. They collected both device usage patterns and social interactions from Google Nexus One mobile phones.

Bell \textit{et al} provide more detail about the architecture and trial study, presenting initial social network analyses [31].

The dataset (for anonymous user data) is available for free on the nodobo website\footnote{nodobo, Web: http://nodobo.com/, Accessed 30/4/2015.}.

They collected data over roughly five months, from September 2010 into February of the following year. 27 senior high school students participated. Examples of the type of data available are:

- anonymous caller and callee identities,
- call type (outgoing, incoming and missed),
- call duration (missed call duration is 0 minutes),
- call time of the activity.

Anomalies and outlier data were not removed: for example, a few students left school at the end of 2010 but continued to participate in the study, and of the mobile phones malfunctioned but remained in the study. We feel that this gives our dataset a degree of authenticity, i.e., this is the kind of data one encounters in real-world situations and it requires additional analyses to pre-process data, where possible.

\section*{A. Mined activity model}

We used the $\alpha$-algorithm to mine for the actual process activity. We could choose which activity we wanted to model from the types of data available in the dataset.

The categories for call type are clearly fixed as outgoing, incoming, and missed. For the duration and call time of day, we decided categories at our discretion, as shown in Table I. Determining the ideal clustering of data is beyond the scope of this paper.

<table>
<thead>
<tr>
<th>Category Value</th>
<th>Duration (d, minutes)</th>
<th>Time of Day (hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Early morning (5 – 9)</td>
</tr>
<tr>
<td>1</td>
<td>$0 &lt; d &lt; 1$</td>
<td>Morning (9 – 12)</td>
</tr>
<tr>
<td>2</td>
<td>$1 &lt; d &lt; 5$</td>
<td>Afternoon (12 – 15)</td>
</tr>
<tr>
<td>3</td>
<td>$5 &lt; d &lt; 10$</td>
<td>Late afternoon (15 – 18)</td>
</tr>
<tr>
<td>4</td>
<td>$d &gt; 10$</td>
<td>Evening (18 – 21)</td>
</tr>
<tr>
<td>5</td>
<td>not applicable</td>
<td>Night (21 – 5)</td>
</tr>
</tbody>
</table>

What we noticed by selecting each data type, in turn, is that each of these resulted in fully-connected Petri nets, i.e., there is a transition connecting each place to every other, including the place itself. This is due to the nature of the system, where calls follow rules that are not very strict and easy to violate. For example, there is no rule that prevents a student from performing any type of call activity at any time of the day.

The Petri net process model for the call duration, as categorised in Table I, is shown in Fig. 3. There are five places P0 to P4, each corresponding to the category value indicated. For the purpose of this demonstration, we assume the duration-activity as that which we want to model.

Clearly, even for a small number of categories, the system can quickly become complicated to represent and understand. Process models are typically even more complicated, referred to as Spaghetti processes by Van der Aalst [32], amongst others.
B. Attribute model offering alternative perspective

First, we select the context (sensor) attribute: we decided to use the call type as the attribute since it will demonstrate the reduction of places, i.e., introducing a higher level of generality, also suggesting hierarchical attribute relationship.

Next, we obtain the cover: we processed the event log to determine the call type category values assigned to each of the places in Fig. 3.

The resulting COVER, shown in Table II (as output by processing the event log in order) is then used to determine the actual Cover net, i.e., the process model that offers the call type sensor’s perspective of the duration-activity.

The call type Cover net is shown in Fig. 4. By our classification, the COVER is complete and particularly vague.

The complexity is reduced in that there are fewer places in the call type Cover net (P0= outgoing, P1=incoming, P2=missed) shown in Fig 4, than in the duration-activity process model shown in Fig. 3. However, still the Cover net is a fully-connected net.

The net is fully-connected due to the nature of the system itself. Indeed, we can expect an even greater reduction in the number of transition, should the relationship between the context attributes allow this.

In brief, selection of the Cover net parameters allows reducing the amount of information in the Petri net model. This approach can be iteratively used, e.g., to gain insight to the system by a human designer, starting from a very strict selection(s) of the attributes, resulting in a simple model, and relaxing or modifying the parameter, and thus adding model complexity. Other straightforward use-cases include using Cover nets to explicitly take the ambiguity of traces into account in Petri net models, and using Cover nets to analyse the information gain of attribute selection(s), for models with optimal complexity.

There is also a need to introduce data statistics into the Petri net formalism used. The call type values are reported in a specific order, as show in Table II, however, PM does not distinguish between the number of times a specific process activity (or a specific sequence thereof) occurs in the trace. If it occurs once, it is included in the model. This is a strong motivation why using event graphs can add significant value, above and beyond the benefits discussed in our conclusion.

V. CONCLUSION AND FUTURE WORK

We have described a way to obtain alternative models of a system of processes using the context (sensor) attributes as indicators of actual system activity. Using principles from Process Mining, together with an understanding of how context sensors can relate to the actual system activity, we have shown that we can generate useful models that may offer lower complexity at a cost of degraded accuracy, should they be used in some model-driven solution, such as context inference.

The example using real-world data shows that modellers and solution developers can benefit significantly. The model becomes more tractable in that it is more visible. Some effort in semantic labelling, better design decisions can be made.

From our discussion about simulation graphs, there is a clear parallel between a process model mined or constructed for a context attribute, and the simulation model. Simulation is known for being easier to comprehend than most other modelling paradigms and there is a vast amount of research to support simulation optimisation, especially using event graphs. Therefore, we envision an automated approach that takes an event log and realises the simulation model for the appropriate algorithms and choice of attributes.

This approach requires work in terms of the following:

Our approach does not require the semantic process labels to be known. However, improving this would provide
clear event labels in the simulator to accommodate a better understanding for the modeller, thus complementing computational intelligence techniques, like context inference. Determining how to evaluate the attributes will help with attribute selection, providing the ideal perspective.

Clustering research will complement understanding the better attributes to select and how they are to be categorised.

Finally, each of the variety of PM algorithms are more suitable to model different kind of system. Knowing which is better suited to mine the system’s processes will complement our work by leading to a better simulator.

ACKNOWLEDGMENT

This work was financed by the EU FP7 Marie Curie Initial Training Network, MULTI-POS (Multi-technology Positioning Professionals), under grant no. 31652.

REFERENCES